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COMMUNICATION METHOD

CROSS REFERENCE TO RELATED
APPLICATION

This application is a continuation of U.S. application Ser.
No. 14/260,351 filed on Apr. 24, 2014, which claims the
benefit of U.S. Provisional Patent Application No. 61/921,
132 filed on Dec. 27, 2013. The entire disclosure of the
above-identified application, including the specification,
drawings and claims is incorporated herein by reference in its
entirety.

FIELD

The present invention relates to a method of communica-
tion between a mobile terminal such as a smartphone, a tablet
terminal, or a mobile phone and a home electric appliance
such as an air conditioner, a lighting device, or a rice cooker.

BACKGROUND

In recent years, a home-electric-appliance cooperation
function has been introduced for a home network, with which
various home electric appliances are connected to a network
by a home energy management system (HEMS) having a
function of managing power usage for addressing an environ-
mental issue, turning power on/off from outside a house, and
the like, in addition to cooperation of AV home electric appli-
ances by internet protocol (IP) connection using Ethernet® or
wireless local area network (LAN). However, there are home
electric appliances whose computational performance is
insufficient to have a communication function, and home
electric appliances which do not have a communication func-
tion due to a matter of cost.

CITATION LIST
Patent Literature

Japanese Unexamined Patent Application Publication No.
2002-290335

SUMMARY
Technical Problem

However, the conventional method is limited to a case in
which a device to which the method is applied has three color
light sources such as an illuminator. The present invention
solves this problem, and provides an information communi-
cation method that enables communication between various
devices including a device with low computational perfor-
mance.

Solution to Problem

In accordance with an aspect of the present disclosure,
there is provided a communication method used in a terminal
that includes a front camera as a first image capturing unit and
a back camera as a second image capturing unit, the commu-
nication method including: switching between the front cam-
era and the back camera according to an orientation of the
terminal; and performing visible light communication by
using the front camera or the back camera which is selected in
the switching.
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General and specific aspect(s) disclosed above may be
implemented using a system, a method, an integrated circuit,
a computer program, or a computer-readable recording
medium such as a CD-ROM, or any combination of systems,
methods, integrated circuits, computer programs, or com-
puter-readable recording media.

Additional benefits and advantages of the disclosed
embodiments will be apparent from the Specification and
Drawings. The benefits and/or advantages may be individu-
ally obtained by the various embodiments and features of the
Specification and Drawings, which need not all be provided
in order to obtain one or more of such benefits and/or advan-
tages.

Advantageous Effects

An information communication method disclosed herein
enables communication between various devices including a
device with low computational performance.

BRIEF DESCRIPTION OF DRAWINGS

These and other objects, advantages and features of the
disclosure will become apparent from the following descrip-
tion thereof taken in conjunction with the accompanying
drawings that illustrate a specific embodiment of the present
disclosure.

FIG. 1 is a diagram illustrating an example of a situation of
using a mobile terminal according to Embodiment 1.

FIG. 2is a schematic diagram illustrating an example of the
mobile terminal according to Embodiment 1.

FIG. 3 is a diagram illustrating an example of a situation of
holding the mobile terminal to be horizontal according to
Embodiment 1.

FIG. 4 is a diagram illustrating an example of a situation of
holding the mobile terminal to be vertical according to
Embodiment 1.

FIG. 5 is a schematic diagram illustrating examples of a
shop map presented by the mobile terminal according to
Embodiment 1.

FIG. 6 is a diagram illustrating an example of a product Ul
presented by the mobile terminal according to Embodiment 1.

FIG. 7 is a diagram illustrating an example of a situation
where the product Ul presented by the mobile terminal is
operated, according to Embodiment 1.

FIG. 8 is adiagram illustrating user’s actions of moving the
mobile terminal in a direction from right to left according to
Embodiment 1.

FIG. 9 is a diagram illustrating an example of a situation of
using a watch-type device according to Embodiment 1.

FIG. 10 is a diagram illustrating a whole configuration of a
communication system according to Embodiment 1.

FIG. 11 illustrates an example of a structure of pieces of
information stored in a product information storage unit
according to Embodiment 1.

FIG. 12 is a diagram illustrating an example of a layout of
the product Ul presented by the mobile terminal according to
Embodiment 1.

FIG. 13 illustrates an example of a structure of pieces of
information stored in a map information storage unit accord-
ing to Embodiment 1.

FIG. 14 illustrates an example of a structure of pieces of
information managed by a state management unit according
to Embodiment 1.

FIG. 15 is a flowchart of processing performed by a light-
ing device according to Embodiment 1.
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FIG. 16 is a flowchart of processing performed by the
mobile terminal according to Embodiment 1.

FIG. 17 is a flowchart of ceiling light-related processing
according to Embodiment 1.

FIG. 18 is a flowchart of base light-related processing
according to Embodiment 1.

FIG. 19 is a flowchart of Ul-related processing according
to Embodiment 1.

FIG. 20 is a flowchart of U1 processing for map information
according to Embodiment 1.

FIG. 21 is a flowchart of UI processing for product infor-
mation according to Embodiment 1.

FIG. 22 is a flowchart of entire display processing accord-
ing to Embodiment 1.

FIG. 23 is a flowchart of preparation for display updating
according to Embodiment 1.

FIG. 24 is a flowchart of display updating according to
Embodiment 1.

FIG. 25 is a diagram illustrating a detailed structure of a
light receiving control unit according to Embodiment 2.

FIG. 26 is a flowchart of illuminance pattern detection
performed by a light receiving control unit according to
Embodiment 2.

FIG. 27 is a diagram illustrating a detailed structure of a
light receiving control unit according to Embodiment 3.

FIG. 28 is a flowchart of illuminance pattern detection
performed by a light receiving control unit according to
Embodiment 3.

FIG. 29 is a diagram illustrating an example of a situation
of'using a mobile terminal for detecting a movement of a line
of sight according to Embodiment 4.

FIG. 30 is a diagram illustrating an example of a structure
of the mobile terminal according to Embodiment 4.

FIG. 31 is a flowchart performed when making inquiry to a
server according to Embodiment 4.

FIG. 32 illustrates an example of a structure of pieces of
information managed by a database (DB) of identifiers
according to Embodiment 4.

FIG. 33 is a diagram illustrating a detailed structure of a
light receiving control unit according to Embodiment 5.

FIG. 34 is a diagram illustrating a detailed structure of a
light receiving control unit according to Embodiment 6.

FIG. 35 is a diagram illustrating an example of a situation
where imaging elements arranged in a line are exposed simul-
taneously with an exposure start time being shifted in order of
lines according to Embodiment 7.

FIG. 36 is a diagram illustrating a situation where, after
exposure of one exposure line ends, exposure of a next expo-
sure line starts according to Embodiment 7.

FIG. 37 is a diagram illustrating a situation where, after
exposure of one exposure line ends, exposure of a next expo-
sure line starts according to Embodiment 7.

FIG. 38 is a diagram illustrating a situation where, before
exposure of one exposure line ends, exposure of a next expo-
sure line starts according to Embodiment 7.

FIG. 39 is a diagram illustrating influence of a difference in
an exposure time in the case where an exposure start time of
each exposure line is the same, according to Embodiment 7.

FIG. 40 is a diagram illustrating influence of a difference in
an exposure time of exposure lines in the case where each
exposure time is the same, according to Embodiment 7.

FIG. 41 is adiagram illustrating advantages of using a short
exposure time in the case where each exposure line does not
overlap in an exposure time, according to Embodiment 7.

FIG. 42 is a diagram illustrating a relation between a mini-
mum change time of light source luminance, an exposure
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time, a time difference between exposure start times of the
exposure lines, and a captured image, according to Embodi-
ment 7.

FIG. 43 is a diagram illustrating a relation between a tran-
sition time of light source luminance and a time difference
between exposure start times of the exposure lines, according
to Embodiment 7.

FIG. 44 illustrates a relation between a high frequency
noise of light source luminance and an exposure time, accord-
ing to Embodiment 7.

FIG. 45 is a graph representing a relation between an
exposure time and a magnitude of high frequency noise when
the high frequency noise of the light source luminance is 20
microseconds, according to Embodiment 7.

FIG. 46 is a diagram illustrating a relation between an
exposure time and a recognition success rate according to
Embodiment 7.

FIG. 47 is a diagram illustrating an example of a method for
observing luminance by a light emitting unit according to
Embodiment 7.

FIG. 48 is a diagram illustrating an example of each mode
of a receiving device according to Embodiment 7.

FIG. 49 is a diagram illustrating a service provision system
according to Embodiment 8.

FIG. 50 is a flowchart of service provision according to
Embodiment 8.

FIG. 51 is a flowchart of service provision according to a
variation of Embodiment 8.

FIG. 52 is a flowchart of service provision according to
another variation of Embodiment 8.

DESCRIPTION OF EMBODIMENTS

In accordance with an aspect of the present invention, there
is provided a communication method used in a terminal that
includes a front camera as a first image capturing unit and a
back camera as a second image capturing unit, the commu-
nication method including: switching between the front cam-
era and the back camera according to an orientation of the
terminal; and performing visible light communication by
using the front camera or the back camera which is selected in
the switching.

In accordance with another aspect of the present invention,
there is provided a communication method used in a terminal
that includes a front camera as a first image capturing unit and
a back camera as a second image capturing unit, the commu-
nication method including: switching between the front cam-
era and the back camera at predetermined intervals; and per-
forming visible light communication by using the front
camera or the back camera which is selected in the switching.

For example, it is also possible that when the orientation of
the terminal is substantially perpendicular to ground, the
performing of visible light communication includes: per-
forming, by using the back camera selected in the switching,
visible light communication with a first device which is
located in front of a user and emits visible light, thereby
obtaining product information of a product rack provided
with the first device; and displaying the product information
on a display unit of the terminal, and when the orientation of
the terminal is substantially parallel to ground, the perform-
ing of visible light communication includes: performing, by
using the front camera selected in the switching, visible light
communication with a second device which is located above
the user and emits visible light, thereby obtaining position
information of the second device; and displaying, on the
display unit of the terminal, the position information as a
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current position of the user together with map information of
an area where the user is present.

For example, it is further possible that the terminal is
included in a watch, the front camera is provided on a front
surface of the watch, and the back camera is provided on a
side surface of the watch, the front surface having a display
unit that displays a time of the watch, and when the display
unit of the watch is substantially parallel to ground, the per-
forming of visible light communication includes: perform-
ing, by using the front camera, visible light communication
with a second device which is located above the user and
emits visible light, thereby obtaining position information of
the second device; performing, by using the back camera,
visible light communication with a first device which is
located in front of the user and emits visible light, thereby
obtaining product information of a product rack provided
with the first device; and displaying one of the position infor-
mation and the product information on the display unit of the
terminal according to selection of the user, the position infor-
mation being displayed as a current position of the user
together with map information of an area where the user is
present.

For example, it is still further possible that the performing
of visible light communication includes inquiring a server
about an identifier uniquely assigned to a device that emits
visible light, thereby obtaining information related to the
device corresponding to the identifier, the identifier being
obtained through visible light communication, and when no
information corresponds to the identifier as a result of the
inquiring the server, the performing of visible light commu-
nication further includes displaying, on the display unit of the
terminal, an error notification indicating that no information
is related to the device.

For example, it is still further possible that the communi-
cation method further includes changing the product infor-
mation displayed on the display unit of the terminal, wherein
in the changing, the product information to be displayed on
the display unit is changed by user’s flicking on the display
unit.

For example, it is still further possible that the communi-
cation method further includes changing the map information
displayed on the display unit of the terminal, wherein in the
changing, the map information to be displayed on the display
unit is changed by user’s flicking on the display unit.

For example, it is still further possible that the performing
of visible light communication includes initializing an offset
assigned to the map information, when the product informa-
tion of the product rack provided with the first device is
obtained by using the back camera selected in the switching
after displaying the map information on the display unit of the
terminal, and the performing of visible light communication
includes initializing an offset assigned to the product infor-
mation, when the position information is obtained as the
current position of the user by using the front camera selected
in the switching after displaying the product information on
the display unit of the terminal.

For example, it is still further possible that the communi-
cation method further includes detecting a line of sight of the
user, wherein in the switching, the back camera is selected
when the orientation of the terminal is substantially perpen-
dicular to ground, in the detecting, the line of the sight of the
user is detected by using the front camera, and the performing
of visible light communication includes: performing, by
using the back camera selected in the switching, visible light
communication with the first device that is located in front of
the user and emits visible light, thereby obtaining product
information of a first product rack provided with the first
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device; and, when a second product rack in the line of the
sight detected in the detecting is different from the first prod-
uct rack, displaying product information of the second prod-
uct rack instead of the product information of the first product
rack.

For example, it is still further possible that the terminal
includes an image sensor having a plurality of exposure lines,
and the communication method further includes: obtaining
image data by sequentially starting exposure of the exposure
lines of the image sensor at different times and capturing a
subject in an exposure time of Y4so seconds or less to partially
and temporally overlap exposure times of adjacent exposure
lines among the exposure lines; obtaining identification infor-
mation of the subject by demodulating a bright line pattern
which appears in the image data and corresponds to the expo-
sure lines; and providing a user of the terminal with service
information associated with the identification information of
the subject.

For example, it is still further possible that the communi-
cation method further includes: receiving a request for distri-
bution of information from a requester; distributing the infor-
mation requested from the requester as information
corresponding to data obtained by the visible light; and per-
forming information processing for charging the requester
according to the distribution of the information.

In accordance with still another aspect of the present inven-
tion, there is provided a communication device that includes
a front camera as a first image capturing unit and a back
camera as a second image capturing unit, the communication
device including: a switching unit configured to switch
between the front camera and the back camera according to an
orientation of a terminal; and a visible light communication
unit configured to perform visible light communication by
using the front camera or the back camera which is selected
by the switching unit.

These general and specific aspects may be implemented to
a system, a method, an integrated circuit, a computer pro-
gram, and a computer-readable recording medium, such as a
Compact Disc-Read Only Memory (CD-ROM), and may be
implemented also to a desired combination of them.

Hereinafter, embodiments are specifically described with
reference to the Drawings. However, the description in details
beyond necessity may be omitted. For example, detailed
explanation of well-known matters and repeated explanation
of'the same structure may be omitted. This is because unnec-
essarily redundant explanation is avoided below to facilitate
understanding of those skilled in the art.

Furthermore, each of the embodiments described below is
a general or specific example. The numerical values, shapes,
materials, structural elements, the arrangement and connec-
tion of the structural elements, steps, the processing order of
the steps etc. shown in the following embodiments are mere
examples, and therefore do not limit the scope of the present
invention. Therefore, among the structural elements in the
following embodiments, structural elements not recited in
any one of the independent claims representing the broadest
concepts are described as arbitrary structural elements.

Embodiment 1

Embodiment 1 describes a communication device that
switches between light receiving units for visible light com-
munication.

The communication device according to the present
embodiment is assumed to be included in a mobile terminal,
such as a smartphone.
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The following describes a situation of using a mobile ter-
minal including the communication device according to the
present embodiment.

FIG. 1 is a diagram illustrating an example of a situation of
using the mobile terminal according to Embodiment 1. FIG. 2
is a schematic diagram illustrating an example of the mobile
terminal according to Embodiment 1.

The communication device used by a user performs visible
light communication with a ceiling light A1101 provided on
a ceiling so as to receive an ID transmitted from the ceiling
light A1101. Furthermore, the communication device per-
forms visible light communication with a base light (rack
light) A1103 in front of the user so as to receive an ID
transmitted from the base light A1103.

The communication device is characterized by (i) includ-
ing a plurality of light receiving units (image capturing units)
each receiving visible light, and (ii) by selecting a suitable
light receiving unit from among the light receiving units
according to an attitude of the mobile terminal in order to
receive a plurality of IDs through visible light communication
with a plurality of devices provided at different positions,
such as the ceiling light A1101 and the base light A1103.

In the present embodiment, the communication device
includes a front camera that is the first image capturing unit
and a back camera that is the second image capturing unit.
More specifically, for example, as illustrated in FIG. 2, a
mobile terminal A1201 including the communication device
has a front camera A1202 (first image capturing unit) on the
front, a back camera A1203 (second image capturing unit) on
the back, and a touch panel unit A1204 on the front. The
communication device switches between the front camera
A1202 (first image capturing unit) and the back camera
A1203 (second image capturing unit) according to an orien-
tation of the terminal (mobile terminal) including the com-
munication device, and thereby performs visible light com-
munication using the switched camera.

The following describes a situation where visible light
communication is performed by switching between the image
capturing units according to an orientation of the mobile
terminal including the communication device.

FIG. 3 is a diagram illustrating an example of a situation of
holding the mobile terminal to be horizontal according to
Embodiment 1. FIG. 4 is a diagram illustrating an example of
a situation of holding the mobile terminal to be vertical
according to Embodiment 1.

For example, as illustrated in FIG. 3, when the user holds
the mobile terminal A1201 such that a display surface of the
mobile terminal A1201 faces a ceiling (in other words, the
display surface is substantially parallel to the ground), the
mobile terminal A1201 determines by using an acceleration
sensor in the mobile terminal A1201 that the mobile terminal
A1201 is parallel to the ceiling (the ground), and therefore
operates the front camera A1202. Here, operation of the back
camera A1203 may be stopped for saving power consump-
tion.

While the ceiling light A1101 is lighted, a light amount of
the lighting is varied with a specific pattern (light emitting
pattern), thereby performing visible light communication.
For example, as illustrated in a region A1301, when the front
camera A1202 currently operating detects light emitted from
the ceiling light A1101, the front camera A1202 captures the
light to perform the visible light communication. In other
words, the mobile terminal A1201 obtains an ID associated
with the light emitting pattern of the ceiling light A1101
through the visible light communication with the ceiling light
A1101, and thereby changes actions according to a type
of the ID.
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Furthermore, for example, as illustrated in FIG. 4, when the
user holds the mobile terminal A1201 to be perpendicular to
the ground, the mobile terminal A1201 determines by using
the included acceleration sensor that the mobile terminal
A1201 does not face the ceiling light on the ceiling but faces
the base light A1103 provided on a wall or a rack A1102, and
thereby operates the back camera A1203. Here, operation of
the front camera A1202 may be stopped for saving power
consumption.

While the base light A1103 is lighted, a light amount of the
lighting is varied with a specific pattern (light emitting pat-
tern), thereby performing visible light communication. When
the back camera A1203 currently operating detects the light
emitted from the base light A1103, the back camera A1203
captures the light to perform the visible light communication.
In other words, the mobile terminal A1201 obtains an 1D
associated with the light emitting pattern of the base light
A1103 through the visible light communication with the base
light A1103, and thereby changes actions according to a type
of the ID.

Next, an example of the action according to a type of an
obtained ID is described.

FIG. 5 is a diagram illustrating examples of a shop map
presented by the mobile terminal according to Embodiment 1.

As illustrated in FIG. 3, if the mobile terminal A1201
determines that the mobile terminal A1201 is parallel to the
ceiling (ground), the mobile terminal A1201 transmits, to a
server, an ID associated with a light emitting pattern obtained
by visible light communication performed using the front
camera A1202. The server searches out position information
corresponding to the ID, and notifies the position information
to the mobile terminal A1201.

When the position information is obtained from the server,
the mobile terminal A1201 presents the user with a map (map
information) showing a user’s current position, such as a shop
map as illustrated in FIG. 5, in which the obtained position
information is presented as the user’s current position.

As described above, if the orientation of the mobile termi-
nal A1201 is substantially parallel to the ceiling (the ground),
the front camera A1202 is used to perform visible light com-
munication with the ceiling light A1101 (second device) that
is located above the user and emits visible light, so as to obtain
position information of the ceiling light A1101 (second
device). The mobile terminal A1201 displays, on a display
unit of the mobile terminal A1201, the obtained position
information together with map information of an area where
the user is present.

It should be noted that the map information displayed on
the display unit of the mobile terminal A1201 may be changed
by flicking. For example, if the user flicks on the display unit
of the mobile terminal A1201, an offset position of the map
information displayed on the display unit is changed.

FIG. 6 is a diagram illustrating an example of a product
user interface (UI) presented by the mobile terminal accord-
ing to Embodiment 1. FIG. 7 is a diagram illustrating an
example of the situation where the product Ul presented by
the mobile terminal is operated, according to Embodiment 1.

If it is determined that the mobile terminal A1201 is per-
pendicular to the ground as illustrated in FIG. 4, the mobile
terminal A1201 transmits, to the server, an 1D which is
obtained through visible light communication using the front
camera A1202. The server searches a database for a product
type and stock of a product rack associated with the 1D, and
generates an image showing a stock amount of products
according to the found product type and stock. Here, for
example, as illustrated in FIG. 6, the server generates an
image in which an image of products in stock is superimposed



US 9,413,460 B2

9

on an image of products arranged on the product rack. Then,
the server transmits the generated image to the mobile termi-
nal A1201.

The mobile terminal A1201 presents, on the display unit,
the image received from the server, namely, the image show-
ing a stock amount of the products.

As described above, when the orientation of the mobile
terminal A1201 is substantially perpendicular to the ground,
the back camera A1203 is used to perform visible light com-
munication with the base light A1103 (first device) that is
located in front of the user and emits visible light, so as to
obtain product information of the product rack provided with
the base light A1103 (first device). The mobile terminal
A1201 displays the obtained product information on the dis-
play unit of the mobile terminal A1201.

It should be noted that the image displayed on the display
unit of the mobile terminal A1201 to show the stock amount
of the products may be changed by flicking. For example, if
the user flicks on the display unit of the mobile terminal
A1201, an offset of the image displayed on the display unit to
show the stock amount of the products is changed, or the
image itself is changed, thereby changing the product infor-
mation displayed on the display unit.

When the server transmits the generated image (image
data) to the mobile terminal A1201, it is also possible to
transmit a plurality of images (plural pieces of image data) to
the mobile terminal A1201. For example, as illustrated in
FIG. 7, the server sequentially transmits an image A1701 of a
rack with a small stock amount and an image A1703 of a rack
with a large stock amount, and the mobile terminal A1201
therefore displays the image A1701 of the rack with the small
stock amount. According to a screen operation of the user,
such as flicking, the mobile terminal A1201 displays sequen-
tially the image A1701 of the rack with the small stock
amount, then an image A1702 showing a scrolling transition,
and finally the image A1703 of the rack with the large stock
amount. As a result, the user can check product stocks more
instinctly and more easily.

FIG. 8 is adiagram illustrating user’s actions of moving the
mobile terminal in a direction from right to left according to
Embodiment 1.

As described above, the mobile terminal A1201 can switch
presented details according to a received ID. Therefore, for
example, as illustrated in FIG. 8, itis possible to switch pieces
of product information of a rack A1801 and a rack A1802
which the user has viewed. In other words, when the user
causes the mobile terminal A1201 to face the rack A1801 and
then face the rack A1802, the mobile terminal A1201 sequen-
tially receives an ID from a base light A1803 and an ID from
abaselight A1804. Therefore, the mobile terminal A1201 can
sequentially display product information corresponding to
the ID received from the base light A1803 and then product
information corresponding to the ID received from the base
light A1804.

As described above, the mobile terminal A1201 can
present the user with pieces of information corresponding to
an ID obtained by visible light communication with a device
selected according to an attitude of the user.

It should be noted that the terminal including the commu-
nication device according to the present embodiment is not
limited to the mobile terminal A1201 having image capturing
units on the front and on the back. The terminal may be a
watch. The following describes an example of the situation
where the terminal including the communication terminal
according to the present embodiment is a watch (watch-type
device) with reference to FIG. 9.
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FIG. 9 is a diagram illustrating an example of the situation
of using a watch-type device according to Embodiment 1.

The watch-type device A1901 illustrated in FIG. 9 includes
a light receiving unit A1902 on the front part and a light
receiving unit A1903 on the side part. The light receiving unit
A1902 corresponds to the above-described front camera
A1202 (first image capturing unit), and the light receiving
unit A1903 corresponds to the above-described back camera
A1203 (second image capturing unit).

The watch-type device A1901 also includes an accelera-
tion sensor.

If, for example, as illustrated in FIG. 9, the front part of the
watch-type device A1901 faces a direction parallel to the
ground, the watch-type device A1901 operates the light
receiving unit A1902 and the light receiving unit A1903. The
light receiving unit A1902 receives light emitted from a ceil-
ing light A1904, and the light receiving unit A1903 receives
light emitted from a base light A1905.

More specifically, the watch-type device A1901 uses the
light receiving unit A1902 to perform visible light communi-
cation with the ceiling light A1904 (second device) that is
located above the user and emits visible light, so as to obtain
position information of the ceiling light A1904 (second
device). On the other hand, the watch-type device A1901 uses
the light receiving unit A1903 to perform visible light com-
munication with the base light A1905 (first devices) that is
located in front of the user and emits visible light, so as to
obtain product information of the product rack provided with
the base light A1905 (first device). Then, according to the
user’s selection, the obtained position information is dis-
played as a current position of the user on the display unit
together with map information of an area where the user is
present, or the obtained product information is displayed on
the display unit.

It is also possible that the watch-type device A1901 may
switch between the light receiving unit A1902 and the light
receiving unit A1903 at predetermined intervals, and the
switched light receiving unit A1902 or the light receiving unit
A1903 is used to perform visible light communication.

As described above, the mobile terminal or the watch
including the communication device according to the present
embodiment is used.

The following describes the structure of the communica-
tion device according to the present embodiment.

FIG. 10 is a diagram illustrating a whole configuration of a
communication system according to Embodiment 1.

The communication system according to the present
embodiment includes at least a mobile terminal A11001, a
lighting device A11002, a lighting device A11003, and a
server device A11015.

[Structure of Lighting Device A11002]

The lighting device A11002 includes an ID storage unit
A11004, an encoding unit A11005, an illuminance pattern
storage unit A11006, and a light emitting unit A11007. The
lighting device A11002 corresponds to the second device,
such as the ceiling light A1101 illustrated in FIG. 1 or the
ceiling light A1904 illustrated in FIG. 9.

The ID storage unit A11004 is a memory region. In the ID
storage unit A11004, identifiers each uniquely identifying an
individual, such as media access control (MAC) addresses,
are previously written.

When the lighting device A11002 is supplied with power,
the encoding unit A11005 reads an ID from the ID storage
unit A11004, and converts the ID to an illuminance pattern of
the lighting, in other words, an illuminance of the lighting at
corresponding timing, and stores the illuminance pattern to
the illuminance pattern storage unit A11006.



US 9,413,460 B2

11

When the above-described start phase is completed, the
light emitting unit A11007 controls light emission by updat-
ing illuminance at a high speed according to the pattern stored
in the illuminance pattern storage unit A11006. The lighting
device A11002 thereby performs illuminance control (visible
light communication) based on the ID.

[Structure of Lighting Device A11003]

Like the lighting device A11002, the lighting device
A11003 includes an ID storage unit A11018, an encoding unit
A11009, an illuminance pattern storage unit A11010, and a
light emitting unit A11011. The lighting device A11003 cor-
responds to the first device, such as the base light A1103
illustrated in FIG. 1 and the base light A1905 illustrated in
FIG. 9.

The ID storage unit A11008 is a memory region. In the ID
storage unit A11008, identifiers each uniquely identifying an
individual, such as MAC addresses, are previously written.

When the lighting device A11003 is supplied with power,
the encoding unit A11019 reads an ID from the ID storage
unit A11008, and converts the ID to an illuminance pattern of
the lighting, in other words, an illuminance of the lighting at
corresponding timing, and stores the illuminance pattern to
the illuminance pattern storage unit A11010.

When the above-described start phase is completed, the
light emitting unit A11011 controls light emission by updat-
ing illuminance at a high speed according to a pattern stored
in the illuminance pattern storage unit A11010. The lighting
device A11003 thereby performs illuminance control (visible
light communication) based on the ID.

[Structure of Mobile Terminal A11001]

Subsequently, the structure of the mobile terminal A11001
is described.

The mobile terminal A11001 includes a light receiving
control unit A11012, an ID storage unit A11013, a DB man-
agement unit A11014, a product information storage unit
A11016, a map information storage unit A11017, a display
unit A11018, a state management unit A11019, and an UT unit
A11020. The mobile terminal A11001 corresponds to the
mobile terminal A1201 illustrated in FIG. 2 or the watch-type
device illustrated in FIG. 9.

[Light Receiving Control Unit A11012]

The light receiving control unit A11012 detects an illumi-
nance pattern of the light emitting unit A11007 and an illu-
minance pattern of the light emitting unit A11011, then con-
verts the detected patterns to IDs, and stores the IDs to the ID
storage unit A11013. In the case of the present embodiment,
since an illuminance pattern of the light emitting unit A11007
or the light emitting unit A11011 is detected, the ID stored in
the ID storage unit A11013 is identical to either an ID stored
in the ID storage unit A11004 or an ID stored in the ID storage
unit A11008.

[Product Information Storage Unit A11016]

Next, the product information storage unit A11016 is
described.

FIG. 11 illustrates an example of a structure of pieces of
information stored in a product information storage unit
according to Embodiment 1. FIG. 12 is a diagram illustrating
an example of a layout of the product Ul presented by the
mobile terminal according to Embodiment 1.

For example, as illustrated in FIG. 11, in the product infor-
mation storage unit A11016, there are stored a validity flag
A11101, rack exterior A11102, rack interior A11103, product
type information A11104, product stock information A11105
are stored.

The validity flag A11101 indicates whether or not to render
product stock information. The validity flag A11101 has a

15

30

35

40

45

55

60

65

12

value indicating TRUE or a value indicating FALSE. If the
value is TRUE, the display unit A11018 renders the product
stock information.

The rack exterior A11102 indicates an exterior of a rack to
be drawn. As the rack exterior A11102, a height and a width
of a plain scale of the rack are recorded. Based on the plain
scale information, the display unit A11018 performs the ren-
dering to draw the rack within the image. For example, the
display unit A11018 renders an outer line of the rack as a
layout illustrated in FIG. 12.

The rack interior A11103 indicates the number of shelves
in the rack and a height ratio of each of the shelves to the rack.
Based on these pieces of information, the display unit A11018
renders the internal boards of the shelves with intervals as
illustrated in FIG. 12.

The product type information A11104 stores the number of
product variations and pieces of image data of respective
products. For example, when the format of the image data
received from the server device A11015 is PNG data, the PNG
data is directly arranged in the product type image data cor-
responding to the product type information A11104. Then,
the display unit A11018 develops the PNG data to a cache
region (not illustrated) immediately prior to the rendering,
and renders details of the cache region to present the user with
the image of the products.

The product stock information A11105 indicates (a) the
number of stocked products, and (b) a type and coordinate
information of the stocked products to be rendered. Among
pieces of coordinate information in FIG. 11, x-coordinates
indicate “where a target product is in a product rack when it is
counted from the left”, y-coordinate indicates “where a shelf
with a target product is in a product rack as being counted
from the top”, and z-coordinate indicates “where a rack with
a target product is among the racks arranged to the depth
direction as being counted from the front.” The display unit
A11018 renders the product image identified by a product
type number on the coordinates matching these pieces of
coordinate information.

[Map Information Storage Unit A11017]

Next, the map information storage unit A11017 is
described.

FIG. 13 illustrates an example of a structure of pieces of
information stored in the map information storage unit
A11017 according to Embodiment 1.

For example, as illustrated in FIG. 13, the map information
storage unit A11017 stores a validity flag A11301, a data
length of a map image (map image data length) A11302, and
a map image A11303.

The validity flag A11301 indicates whether or not to render
the map information. The validity flag A11301 has a value
indicating TRUE or a value indicating FALSE. If the value is
TRUE, the display unit A11018 renders the map information.

The map image A11303 stores information of image data
itself of a map. For example, if a format of image data
received from the server device A11015 is PNG data, the map
image A11303 stores the PNG data directly.

The map image data length A11302 indicates a data length
of'the map image A11303. For example, if a format of image
data received from the server device A11015 is PNG data, the
display unit A11018 develops the PNG data to a cache region
(not illustrated) immediately prior to rendering, and renders
details of the cache region to present the user with the image
of the products.
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[State Management Unit A11019]

Next, the state management unit A11019 is described.

FIG. 14 illustrates an example of a structure of pieces of
information managed by the state management unit accord-
ing to Embodiment 1.

As illustrated in FIG. 14, the state management unit
A11019 includes an error flag A11601, a previous frame
drawing type A11602, a display rack depth A11603, a map
offset X A11604, a map offset Y A11605, a previously-ob-
tained ID A11606.

Aninitial value of the previously-obtained ID A11606 is an
invalid value. According to the present embodiment, it is
assumed that the invalid value=-1.

The error flag A11601 has a value indicating TRUE or a
value indicating FALSE. The state management unit A11019
sets the error flag A11601 to TRUE, if, for example, an 1D
transmitted to the server device A11015 is an invalid ID that
is not related to any of the lighting devices (lighting device
A11002, lighting device A11003). Furthermore, for example,
if the error flag A11601 is TRUE, the display unit A11018
notifies the user that receiving is failed.

Values of the display rack depth A11603, the map offset X
A11604, and the map offset Y A11605 are updated by the Ul
unit A11020, when the user operates the touch panel unit
A1204.

[DB Management Unit A11014]

Next, the DB management unit A11014 is described.

The DB management unit A11014 reads an ID from the ID
storage unit A11013, and then inquires the server device
A11015 whether or not the readout ID matches the recorded
D.

Ifitis determined that the readout ID matches, for example,
the ID of the ceiling light on the ceiling, the DB management
unit A11014 requests the server device A11015 to transmit
the map information as illustrated in FIG. 5, namely, map
image showing the ceiling light and its periphery. As a result
of the request, the DB management unit A11014 obtains the
map image (map information) as illustrated in FIG. 5 and
stores it to the map information storage unit A11017. Then,
the DB management unit A11014 sets the validity flag
A11301 of the map information storage unit A11017 to
TRUE, sets the validity flag of the product information stor-
age unit A11016 to FALSE, and sets the error flag A11601 to
FALSE.

On the other hand, ifit is determined that the readout ID is,
for example, an ID of any of the base lights provided on
product racks, the DB management unit A11014 requests the
server device A11015 to transmit the product information
illustrated in FIG. 11. As a result of the request, the DB
management unit A11014 stores the obtained product infor-
mation to the product information storage unit A11016. Then,
the DB management unit A11014 sets the validity flag
A11301 of the map information storage unit A11017 to
FALSE, sets the validity flag of the product information stor-
age unit A11016 to TRUE, and sets the error flag A11601 to
FALSE.

It should be noted that, if the ID transmitted to the server
device A11015 is an invalid ID that is not related to any of the
ceiling light and the base lights, the DB management unit
A11014 sets the validity flag A11301 of the map information
storage unit A11017 to FALSE, sets the validity flag of the
product information storage unit A11016 to FALSE, and sets
the error flag A11601 to TRUE.

[UT Unit A11020]

Subsequently, the UI unit A11020 is described.

The UT unit A11020 is cooperated with the touch panel unit
A1204.
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If, for example, the validity flag A11101 of the product
information storage unit A11016 is TRUE and the user flicks
on the touch panel unit A1204, the UI unit A11020 updates
the values of the map offset X A11604 and the map offset Y
A11605. For example, if the user flicks to the right on the
touch panel unit A1204, the Ul unit A11020 increases the
value of the map offset X A11604 by an amount of the
flicking. If the user flicks to the left on the touch panel unit
A1204, the UI unit A11020 decreases the value of the map
offset X A11604 by an amount of the flicking. Furthermore,
for example, if the user flicks upwards on the touch panel unit
A1204, the UI unit A11020 decreases the value of the map
offset Y A11605. If the user flicks downwards on the touch
panel unit A1204, the Ul unit A11020 increases the value of
the map offset Y A11605.

On the other hand, for example, if the validity flag A11301
of'the map information storage unit A11017 is TRUE, the Ul
unit A11020 updates the value of the display rack depth
A11603. For example, if the user flicks to the right on the
touch panel unit A1204, the Ul unit A11020 increases the
value of the display rack depth A11603. Ifthe user flicks to the
left on the touch panel unit A1204, the UI unit A11020
decreases the value of the display rack depth A11603.

When the value of the display rack depth A11603 exceeds
amaximum value of z coordinates of a product of the product
stock information A11105, the UI unit A11020 resets the
value of the display rack depth A11603 to zero. When the
value of the display rack depth A11603 becomes smaller than
zero, the Ul unit A11020 sets the value of the display rack
depth A11650 to the maximum value of the z coordinates of
the product of the product stock information A11105.

[Display Unit A11018]

The display unit A11018 renders the above-described map
information or product information to be displayed. In addi-
tion, the display unit A11018 updates displayed details
according to the above-described processing.

When processing forupdating the displayed details (updat-
ing) is to be performed, the display unit A11018 first performs
preparation for display updating which is described below.

If the validity flag A11101 of the product information
storage unit A11016 is TRUE and the previous frame drawing
type A11602 is not product information, the display unit
A11018 determines that the state of the rack to be displayed is
to be initialized, and therefore resets the value of the display
rack depth A11603 to zero.

In other words, if, after displaying product information on
the display unit A11018 of the mobile terminal A11001, a
newly switched first image capturing unit (for example, front
camera A1202) is used to obtain position information as a
current position of the user, an offset assigned to the product
information is initialized.

Likewise, if the validity flag A11301 of the map informa-
tion storage unit A11017 is TRUE and the previous frame
drawing type A11602 is not map information, the display unit
A11018 determines that the state of the map to be displayed is
to be initialized, and therefore resets the values of the map
offset X A11604 and the map offset Y A11605 to zero. In
other words, if, after displaying map information on the dis-
play unit A11018 of the mobile terminal A11001, a newly
switched second image capturing unit (for example, back
camera A1203) is used to obtain product information of a
product rack provided with the first device (lighting device
A11003), an offset assigned to the map information is initial-
ized.

It is also possible that, if the previously-obtained ID in the
state management unit A11019 and the ID in the ID storage
unit A11013 have different values, the display unit A11018
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determines that the display state is to be initialized, and there-
fore resets the values of the map offset X A11604, the map
offset’ Y A11605, and the display rack depth A11603 to zero.
Inthis case, data of'the ID storage unit A11013 is copied to the
previously-obtained ID in the state management unit A11019.

Furthermore, for the preparation for display updating, in
the state management unit A11019, if the validity flag
A11101 of the product information storage unit A11016 is
TRUE, the previous frame drawing type A11602 is set to
“product information”, and if the validity flag A11301 of the
map information storage unit A11017 is TRUE, the previous
frame drawing type A11602 is set to “map information”. If
the error flag A11601 is TRUE, the previous frame drawing
type A11602 is set to “error”.

It is assumed that the above-described preparation for dis-
play updating is completed and therefore either the validity
flag A11301 of the map information storage unit A11017 and
the validity flag of the product information storage unit
A11016 is TRUE.

In this case, if the validity flag A11301 of the map infor-
mation storage unit A11017 is TRUE, the display unit
A11018 performs rendering to display the map information
as illustrated in FIG. 5. Furthermore, if the validity flag of the
product information storage unit A11016 is TRUE, the dis-
play unit A11018 performs rendering to display a product
stock state as illustrated in FIG. 12. On the other hand, if the
error flag A11601 is TRUE, the display unit A11018 updates
displayed details to notify that an unauthorized ID is received.

[Processing Flow of Communication System|

Sequentially, the processing flow of the communication
system according to the present embodiment is described.

[Processing Flow of Lighting Device]

FIG. 15 is a flowchart of processing performed by the
lighting device according to Embodiment 1.

The following describes the processing flow of the lighting
device A11002 with reference to FIG. 15.

First, the lighting device A11002 is supplied with power,
and thereby the processing flow starts (SA11401).

Next, the encoding unit A11005 reads an ID from the ID
storage unit A11004 (SA11402).

Next, the encoding unit A11005 performs encoding to con-
vert the ID to an illuminance pattern of lighting, namely, an
illuminance of lighting at each timing (SA11403).

Next, the encoding unit A11005 stores the illuminance
pattern to the first illuminance pattern storage unit A11006
(SA11404).

Next, because the above start phase is completed, the light
emitting unit A11007 reads the illuminance pattern from the
illuminance pattern storage unit A11006 (SA11405), and
controls light emission by updating illuminance at a high
speed according to the pattern indicated by the illuminance
pattern (SA11406).

By the above processing flow, the lighting device A11002
performs illuminance control (visible light communication)
based on the ID.

Next, the lighting device A11003 is also described.

First, the lighting device A11003 is supplied with power,
and thereby a processing flow starts (SA11401). The encod-
ing unit A11009 reads an ID from the ID storage unit A11008
(SA11402), performs encoding to convert the ID to an illu-
minance pattern of lighting, namely, an illuminance of light-
ing at each timing (SA11403), and stores the illuminance
pattern to the illuminance pattern storage unit A11010
(SA11404).

When the above start phase is completed, the light emitting
unit A11011 reads the illuminance pattern from the illumi-
nance pattern storage unit A11010 (SA11405), and controls
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light emission by updating illuminance at a high speed
according to the pattern indicated by the illuminance pattern
(SA11406).

By the above processing flow, the lighting device A11003
performs illuminance control based on the ID.

[Processing Flow of Mobile Terminal A11001]

Subsequently, the flow of the mobile terminal A11001 is
described with reference to FIG. 16.

FIG. 16 is a flowchart of processing performed by the
mobile terminal according to Embodiment 1.

First, the light receiving control unit A11012 switches a
shutter speed to be high (SA11500).

Next, the light receiving control unit A11012 detects an
illuminance pattern of the light emitting unit A11007 or the
light emitting unit A11011, then decodes the detected illumi-
nance pattern to convert the pattern to an ID (SA11501), and
stores the ID to the ID storage unit A11013 (SA11502).

Next, the DB management unit A11014 reads the ID from
the ID storage unit A11013 and makes inquiry to the server
device A11015 (SA11503), and determines whether or not
the readout ID matches the recorded ID (SA11504,
SA11506).

Ifit is determined at SA11504 that the readout ID matches
an ID of any of ceiling lights on the ceiling (Yes at SA11504),
then the DB management unit A11014 performs processing
related to ceiling light (SA11505).

On the other hand, if it is determined at SA11506 that the
ID matches an ID of any of the base lights provided on
product racks (Yes at SA11506), the DB management unit
A11014 performs processing related to base light (SA11507).

It should be noted that, if the ID transmitted to the server
device A11015 is an invalid ID that is not related to any of the
ceiling light and the base lights, the DB management unit
A11014 sets the validity flag A11301 of the map information
storage unit A11017 to FALSE, sets the validity flag of the
product information storage unit A11016 to FALSE, and sets
the error flag A11601 to TRUE. The display unit A11018
displays an error notification indicating that there is no infor-
mation related to lighting device (SA11508). In other words,
the mobile terminal A11001 inquires the server device
A11015 about an identifier uniquely assigned to the lighting
device which is obtained by the visible light communication
with the lighting device emitting visible light, thereby obtain-
ing information of the lighting device which is associated
with the identifier. However, if the mobile terminal A11001
makes inquiry to the server device A11015 but there is no
information associated with the identifier, the mobile termi-
nal A11001 displays, on the display unit A11018, an error
notification indicating that there is no information related to
the lighting device.

[Flow of Processing Related to Ceiling Light]

Next, the ceiling light-related processing (SA11505) is
described.

FIG. 17 is a flowchart of processing related to the ceiling
light according to Embodiment 1.

First, as illustrated in FIG. 5, the DB management unit
A11014 transmits, to the server device A11015, a request for
transmission of a map image showing a target ceiling light
and its periphery (SA11701).

Next, the DB management unit A11014 obtains the map
image illustrated in FIG. 5 and stores it to the map informa-
tion storage unit A11017 (SA11702).

Then, the DB management unit A11014 sets the validity
flag A11301 of the map information storage unit A11017 to
TRUE, and sets the validity flag of the product information
storage unit A11016 to FALSE (SA11703).
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[Flow of Processing Related to Base Light]

Next, the base light-related processing (SA11507) is
described.

FIG. 18 is a flowchart of processing related to the base light
according to Embodiment 1.

First, the DB management unit A11014 requests the server
device A11015 for the product information illustrated in FIG.
11 (SA11801).

Next, the DB management unit A11014 stores the obtained
product information to the product information storage unit
A11016 (SA11802).

Then, the DB management unit A11014 sets the validity
flag A11301 of the map information storage unit A11017 to
FALSE, and sets the validity flag of the product information
storage unit A11016 to TRUE (SA11803).

[Processing Flow of UI Unit A11020]

Subsequently, the UT unit A11020 is described with refer-
ence to FI1G. 19.

FIG. 19 is a flowchart of processing related to Ul according
to Embodiment 1.

The UT unit A11020 is cooperated with the touch panel unit
A1204, as described previously.

If, at SA119001, the validity flag A11301 of the map infor-
mation storage unit A11017 is TRUE (yes at S11901), the Ul
unit A11020 performs Ul processing for map information
(S11902).

Onthe otherhand, ifat SA119003, the validity flag A11101
of'the product information storage unit A11016 is TRUE (yes
at S11903), then the Ul unit A11020 performs Ul processing
for product information (S11904).

[Flow of UI Processing for Map Information]

Subsequently, the Ul processing for map information
(S11802) is described.

FIG. 20 is a flowchart of U1 processing for map information
according to Embodiment 1.

First, when the UI processing for map information starts
(SA11902), the Ul unit A11020 determines whether or not the
user flicks to the right on the touch panel unit A1204
(SA12001).

AtSA12001, if the user flicks to the right on the touch panel
unit A1204 (yes at SA12001), the UI unit A11020 increases
the value of the map offset X A11604 by an amount of the
flicking (SA12002).

At SA12003, if the user flicks to the left on the touch panel
unit A1204 (yes at SA12003), the UT unit A11020 decreases
the value of the map offset X A11604 (SA12004).

At SA12005, if the user flicks upwards on the touch panel
unit A1204 (yes at SA12005), the UT unit A11020 decreases
the value of the map offset Y A11605 (SA12006).

At SA12007, if the user flicks downwards on the touch
panel unit A1204 (yes at SA12007), the UI unit A11020
increases the value of the map offset Y A11605 (SA12008).

As described above, when the user flicks on the touch panel
unit A1204, the Ul unit A11020 updates the values of the map
offset X A11604 and the map offset’ Y A11605.

[Flow of UI Processing for Product Information]

Subsequently, the Ul processing for product information
(S11804) is described.

FIG. 21 is a flowchart of UI processing for product infor-
mation according to Embodiment 1.

First, when the UI processing for product information
starts (SA11904), the UI unit A11020 determines whether or
not the user flicks to the right on the touch panel unit A1204
(SA12101).

AtSA12101, if the user flicks to the right on the touch panel
unit A1204 (yes at SA12101), the UI unit A11020 increases
the value of the display rack depth A11603 (SA12102).
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At SA12103, if the user flicks to the left on the touch panel
unit A1204 (yes at SA12103), the UT unit A11020 decreases
the value of the display rack depth A11603 (SA12104).

At SA12105, when the value of the display rack depth
A11603 exceeds a maximum value of z coordinates of a
product of the product stock information A11105, the UI unit
A11020 resets the value of the display rack depth A11603 to
zero (SA12106).

On the other hand, at SA12107, when the value of the
display rack depth A11603 becomes smaller than zero (yes at
SA12107), the Ul unit A11020 sets the value of the display
rack depth A11603 to the maximum value ofthe z coordinates
of the product of the product stock information A11105
(SA12108).

As described above, the Ul unit A11020 updates the dis-
play rack depth A11603.

[Processing Flow of Display Unit A11018]

Subsequently, the processing flow of the display unit
A11018 is described.

FIG. 22 is a flowchart of entire display processing accord-
ing to Embodiment 1. FIG. 23 is a flowchart of preparation for
display updating according to Embodiment 1. FIG. 24 is a
flowchart of the display updating according to Embodiment
1.

As illustrated in FIG. 22, when display starts, the display
unit A11018 performs preparation for display updating
before performing the display updating (SA12201). Then, the
display unit A11018 performs the display updating after per-
forming the preparation (SA12202).

Here, the preparation for display updating (SA12201) is
described in more detail with reference to FIG. 23.

When the preparation for display updating starts, the dis-
play unit A11018 confirms whether or not product informa-
tion is valid as seen in FIG. 23 (SA12301).

If the validity flag A11101 of the product information
storage unit A11016 is TRUE (yes at SA12301) and the
previous frame drawing type A11602 is not product informa-
tion (no at SA12302), the display unit A11018 determines
that the state of the rack to be displayed is to be initialized and
therefore resets the value of the display rack depth A11603 to
zero (SA12303).

Next, at SA12304, the display unit A11018 confirms
whether or not map information is valid (SA12304).

If the validity flag A11301 of the map information storage
unit A11017 is TRUE (yes at SA12304) and the previous
frame drawing type A11602 is not map information (no at
SA12305), the display unit A11018 determines that the state
of the map to be displayed is to be initialized, and therefore
resets the values of the map offset X A11604 and the map
offsetY A11605 to zero (SA12306).

Next, at SA12307, the display unit A11018 confirms
whether or not an ID is updated (SA12307).

Ifthe previously-obtained ID in the state management unit
A11019 and the ID in the ID storage unit A11013 have dif-
ferent values (yes at SA12307), the display unit A11018
determines that the display state is to be initialized, and there-
fore resets the values of the map offset X A11604, the map
offset Y A11605, and the display rack depth A11603 to zero
(SA12308).

Next, at SA12309, the display unit A11018 copies data of
the ID storage unit A11013 to the previously-obtained ID of
the state management unit A11019, thereby updating the
previous ID (SA12309).

Next, the display unit A11018 updates the previous frame
drawing type (SA12310). More specifically, if the validity
flag A11101 of the product information storage unit A11016
is TRUE, the display unit A11018 sets the previous frame
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drawing type A11602 to “product information”. If the validity
flag A11301 of the map information storage unit A11017 is
TRUE, the display unit A11018 sets the previous frame draw-
ing type A11602 to “map information”. If the error flag
A11601 is TRUE, the display unit A11018 sets the previous
frame drawing type A11602 to “error”.

Subsequently, the display updating (SA12202)
described with reference to FIG. 24.

When the display updating starts, the display unit A11018
confirms whether or not the map information is valid as
illustrated in FIG. 24 (SA12301).

If the validity flag A11301 of the map information storage
unit A11017 is TRUE (yes at SA12401), the display unit
A11018 reads the value of the map offset X A11604 and the
value of the map offset Y A11606 (SA12402), and renders the
map information as illustrated in FIG. 5 by shifting it by the
values of the offsets (SA12403).

At S12401, if the validity flag of the map information is
invalid, the display unit A11018 confirms whether or not the
product information is valid (SA12304).

If the validity flag of the product information storage unit
A11016 is TRUE (yes at SA12404), the display unit A11018
reads the value of the display rack depth A11603 (SA12404),
and renders the product stock state as illustrated in FIG. 12 to
present the image of the rack indicated by the display rack
depth A11603 (SA12406).

At S12404, if the validity flag of the product information is
invalid (no at SA12404) and the error flag A11601 is TRUE,
then the display unit A11018 updates the displayed details to
notify that an unauthorized ID is received (SA12407).

is

Embodiment 2

In Embodiment 2, a structure and a flow of a light receiving
control unit A11012 are described in detail. The other struc-
ture is the same as described in Embodiment 1 and therefore
not described again below.

[Detailed Structure of Light Receiving Control Unit
A11012]

First, the detailed structure of the light receiving control
unit A11012 according to Embodiment 2 is described.

FIG. 25 is a diagram illustrating the detailed structure of
the light receiving control unit according to Embodiment 2.

As illustrated in FIG. 25, the light receiving control unit
A11012 according to Embodiment 2 includes a light receiv-
ing unit A12501, a light receiving unit A12502, a selector
A12503, an acceleration detection unit A12504, a light
receiving signal storage unit A12505, a decoding unit
A12506, and a threshold storage unit A12507.

The light receiving unit A12501 corresponds to, for
example, the front camera A1202 (first image capturing unit)
according to Embodiment 1, and the light receiving unit
A12502 corresponds to, for example, the back camera A1203
(second image capturing unit) according to Embodiment 1.

The selector A12503 selects one of the two light receiving
units to be operated.

The acceleration detection unit A12504 detects an accel-
eration of the mobile terminal A11011 to provide the selector
A12503 with information necessary in the selection.

The light receiving signal storage unit A12505 stores light
receiving signal obtained from the light receiving unit
A12501 or the light receiving unit A12502 via the selector
A12503.

The decoding unit A12506 reads the light receiving signal
from the light receiving signal storage unit A12505, then
decodes the light receiving signal to an ID and stores the
resulting ID to the ID storage unit A11013.
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The threshold storage unit A12507 previously holds a first
threshold and a second threshold. These thresholds are used
in a determination as to, based on an acceleration detected by
the selector A12503, whether or not the mobile terminal
A11011 including the light receiving control unit A11012 is
parallel to the ground.

[Processing of Light Receiving Control Unit]

Subsequently, the processing flow of the light receiving
controlunit A11012 according to Embodiment 2 is described.

FIG. 26 is a flowchart of illuminance pattern detection
performed by the light receiving control unit according to
Embodiment 2.

First, after starting (SA11501), the light receiving control
unit A11012 detects, by using the acceleration detection unit
A12504, an acceleration in a back surface direction of the
mobile terminal A11011 (SA12601).

Next, the light receiving control unit A11012 compares the
detected acceleration to the thresholds stored in the threshold
storage unit A12507, thereby determining whether or not the
light receiving unit A12501 (front camera) faces upwards
(SA12602).

At SA12602, if the acceleration is greater than the first
threshold, the light receiving control unit A11012 determines
that the light receiving unit A12501 (front camera) faces
upwards in respect with the ground (yes at SA12602) and
therefore selects the light receiving unit A12501 (front cam-
era) (SA12603). More specifically, if the acceleration is
greater than the first threshold, this means that a greater
acceleration, in other words, a gravity acceleration occurs in
the back surface direction of the mobile terminal A11011.
Therefore, the light receiving control unit A11012 can deter-
mine that the mobile terminal A11011 is parallel to the ground
and the light receiving unit A12501 (front camera) faces
upwards in respect with the ground. Then, the light receiving
control unit A11012 selects or operates the light receiving
unit A12501.

On the other hand, at SA12602, even if the acceleration is
smaller than or equal to the second threshold, the light receiv-
ing control unit A11012 determines that the light receiving
unit A12501 (front camera) does not face upwards in respect
with the ground (no at SA12602), and selects the light receiv-
ing unit A12502 (back camera) (SA12604). More specifi-
cally, if the acceleration is smaller than or equal to the second
threshold, this means that the gravity acceleration hardly
occurs in the back surface direction of the mobile terminal
A11011. Therefore, the light receiving control unit A11012
determines that the mobile terminal A11011 is not parallel to
the ground and the light receiving unit A12502 (back camera)
faces a wall or a rack. Then, the light receiving control unit
A11012 selects or operates the light receiving unit A12502
(back camera).

Next, the light receiving control unit A11012 obtains still
pictures (SA12605). More specifically, in the above-de-
scribed processing, the light receiving control unit A11012
obtains images captured by the light receiving unit A12501
(front camera) and the light receiving unit A12502 (back
camera).

Next, the light receiving control unit A11012 obtains an
illuminance change of lighting from the captured images, in
other words, performs decoding (SA12606).

Next, the light receiving control unit A11012 stores the ID
obtained by the decoding, to the ID storage unit (SA12607).

As described above, the light receiving control unit
A11012 can select a light receiving unit (image capturing
unit) according to an attitude of the mobile terminal A11011.
It is therefore possible to select the most appropriate light
receiving unit (front camera) for a lighting device that looks at
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the mobile terminal from the above (in other words, looks
down at a floor plan of a building), or select the most appro-
priate light receiving unit (back camera) for a lighting device
that looks at a rack and other subjects in front in a horizontal
direction.

Embodiment 3

The details of the structure and the flow of the light receiv-
ing control unit A11012 are not limited to those described in
Embodiment 2. In Embodiment 3, a structure and a flow of the
light receiving control unit A11012 which are different from
those described in Embodiment 2 are described. The other
structure is the same as described in Embodiment 1 and
therefore not described again below.

[Detailed Structure of Light Receiving Control Unit
A11012]

First, a detailed structure of the light receiving control unit
A11012 according to Embodiment 3 is described.

FIG. 27 is a diagram illustrating the detailed structure of
the light receiving control unit according to Embodiment 3.

The light receiving control unit A11012 according to
Embodiment 3 includes a first light receiving unit A12701, a
second light receiving unit A12702, a selector A12703, a
timer control unit A12704, a light receiving signal storage
unit A12705, a decoding unit A12706, and a threshold storage
unit A12707.

The light receiving unit A12701 corresponds to, for
example, the front camera A1202 (first image capturing unit)
according to Embodiment 1, and the light receiving unit
A12702 corresponds to, for example, the back camera A1203
(second image capturing unit) according to Embodiment 1.

The selector A12703 selects one of these two light receiv-
ing units to be operated.

The timer control unit A12704 provides the selector
A12703 with information necessary in the selection.

The light receiving signal storage unit A12705 stores light
receiving signal obtained from the first light receiving unit
A12701 or the second light receiving unit A12702 via the
selector A12703.

The decoding unit A12706 reads the light receiving signal
from the light receiving signal storage unit A12705, then
decodes the light receiving signal to an ID and stores the
resulting ID to the ID storage unit A11013.

The threshold storage unit A12707 previously holds a
threshold 1 for a time period required from when the selector
A12703 selects the first light receiving unit A12701 to start
receiving light to when the selector A12703 switches to the
second light receiving unit A12702 to receive light. The
threshold storage unit A12507 previously holds a threshold 2
for a time period required from when the selector A12703
selects the second light receiving unit A12702 to start receiv-
ing light to when the selector A12703 switches to the first
light receiving unit A12701 to receive light.

[Processing of Light Receiving Control Unit]

Subsequently, the processing flow of the light receiving
controlunit A11012 according to Embodiment 3 is described.

FIG. 28 is a flowchart of illuminance pattern detection
performed by the light receiving control unit according to
Embodiment 3.

First, after starting (SA11501), the light receiving control
unit A11012 confirms whether or not the timer control unit
A12704 is stopped (SA12801).

At SA12801, if the timer control unit A12704 is not oper-
ated (yes at SA12801), the light receiving control unit
A11012 operates the timer control unit A12704 and the first
light receiving unit A12701 (SA12802).
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Next, at SA12803, if the first light receiving unit A12701 is
operating (yes at SA12803) and a time period of the first
threshold has passed since the first light receiving unit
A12701 starts the operation (yes at SA12804), the light
receiving control unit A11012 stops the first light receiving
unit A12701 and starts the second light receiving unit A12702
for a balanced use of these light receiving units (SA12806).

On the other hand, if the first light receiving unit A12701 is
stopped and therefore the second light receiving unit A12702
is operating (no at SA12803), and a time period of the second
threshold has passed since the second light receiving unit
A12702 starts the operation (yes at SA12805), then the sec-
ond light receiving unit A12702 is stopped and the first light
receiving unit A12701 is operated for a balanced use of these
light receiving units (SA12807).

Next, the light receiving control unit A11012 captures still
pictures (SA12608). More specifically, in the above-de-
scribed processing, the light receiving control unit A11012
obtains images captured by the first light receiving unit
A12501 or the second light receiving unit A12502.

Next, the light receiving control unit A11012 obtains an
illuminance change of lighting from the captured images, in
other words, performs decoding (SA12609).

Next, the light receiving control unit A11012 stores the ID
obtained by the decoding, to the ID storage unit A11013
(SA12610).

As described above, the light receiving control unit
A11012 selects a light receiving unit (image capturing unit) at
predetermined intervals. As a result, for example, in the case
where a watch-type device as illustrated in FIG. 9 is horizon-
tally held, it is possible to obtain, in a balanced manner, an ID
from the ceiling light A1904 on the ceiling and an ID from the
base light A1905 provided on a rack.

According to the present embodiment, the light receiving
control unit A11012 may further include an acceleration
detection unit. In this case, if it is expected that the display
surface of the watch-type device is not parallel to the ground,
in other words, the user does not look at the display surface of
the watch-type device, the light receiving control unit A11012
may stop the first light receiving unit A12501 and the second
light receiving unit A12502 to save power consumption.

Embodiment 4

According to Embodiment 4, the description is given for an
example where a technique of detecting a line of sight is
applied to Embodiment 1 to more appropriately reflect user’s
intention to the display unit A11018.

FIG. 29 is a diagram illustrating an example of a situation
of'using a mobile terminal for detecting a movement of a line
of sight according to Embodiment 4.

As illustrated in FIG. 29, when a user holds a mobile
terminal A12901 by a hand and causes the back side of the
mobile terminal A12901 to face a rack A12903, a display unit
of the mobile terminal A12901 displays information of the
rack A12903. According to the present embodiment, if the
user’s line of sight looks at the right of the rack A12901 in the
above situation, the mobile terminal A12901 can detect the
user’s line of sight by image recognition. Then, it is deter-
mined that “what the user looks at is not the rack A12901 but
a rack A12905 located on the right side of the rack A12901”,
and therefore information related to the rack A12905 is dis-
played on the display unit of the mobile terminal A12901.

As described above, in the present embodiment, an object
to be displayed is selected in consideration of not only a
lighting device in front of the mobile terminal A12901 but
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also auser’s line of sight. As a result, it is possible to examine
information to which user’s intention is more appropriately
reflected.

[Structure of Mobile Terminal A12901]

Subsequently, the structure of the mobile terminal A12901
according to Embodiment 4 is described.

FIG. 30 is a diagram illustrating an example of a structure
of'a mobile terminal according to Embodiment 4. It should be
noted that, in FIG. 30, structural elements overlapping in
Embodiment 1, in other words, the same structural elements
as illustrated in FIG. 10, are assigned with the same reference
numerals.

A mobile terminal A12901 illustrated in FIG. 30 includes a
light receiving control unit A13002, an ID storage unit
A11013, a DB management unit A13003, a product informa-
tion storage unit A11016, a map information storage unit
A11017, a display unit A11018, a state management unit
A11019, an Ul unit A11020, and a line-of-sight information
storage unit A13001. Furthermore, the mobile terminal
A12901 is connected to the server device A13004 by wireless
communication.

The light receiving control unit A13002 detects an illumi-
nance pattern of the light emitting unit A11007 and an illu-
minance pattern of the light emitting unit A11011, then con-
verts the detected patterns to IDs, and stores the IDs to the ID
storage unit A11013. In the case of the present embodiment,
since the light receiving control unit A13002 detects an illu-
minance pattern of the light emitting unit A11007 or the light
emitting unit A11011, the ID stored in the ID storage unit
A11013 is identical to either an ID stored in the ID storage
unit A11004 or an ID stored in the ID storage unit A11008.

Furthermore, the light receiving control unit A13002
detects, by an internal light receiving function in the light
receiving control unit A13002, line-of-sight classification
information indicating to which the user’s line of sight is
classified among “front, right, and left”, and eventually stores
the detected classification result to the line-of-sight informa-
tion storage unit A13001.

The other structure is the same as described in Embodi-
ment 10, so that it is not described in detail again.

[Operation Flow of DB Management Unit A13003]

Next, a flow of a DB management unit A13003 is
described. In the first embodiment, SA11801 in FIG. 18
according to Embodiment 1 is described in more detail. Since
the other steps are the same as described previously, the
following mainly describes a detailed flow of SA11801.

FIG. 31 is a flowchart of inquiry performed by the DB
management unit according to Embodiment 4. FIG. 32 illus-
trates an example of a structure of pieces of information
managed by the DB in the server device according to Embodi-
ment 4.

First, the DB management unit A13003 starts processing
for requesting the server device A11015 to transmit a product
image (SA11801).

Then, the DB management unit A13003 inquires the server
device about an ID and line-of-sight classification informa-
tion (SA13201). More specifically, the DB management unit
A13003 reads the ID from the ID storage unit A11013, and
reads the line-of-sight classification information from the
line-of-sight information storage unit A13001. Furthermore,
the DB management unit A13003 requests the server device
A11015 for product information. In this case, the ID of the
base light is transmitted to the server device A11015, and the
line-of-sight classification information stored in the line-of-
sight information storage unit A13001 is also transmitted to
the server device A11015.
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Next, the server device A11015 searches the held DB for
the ID (SA13202). More specifically, the server device
A11015 holds a DB as illustrated in FIG. 32, and searches a
column A13102 of the DB for the received ID.

AtSA13202, if the ID is found in the DB (yes at SA13203),
then the server device A11015 searches a row of the DB
according to the ID and the line-of-sight classification infor-
mation (SA13205), and confirms whether or not there is a
rack identifier corresponding to the line-of-sight classifica-
tion information (SA13206). More specifically, if the corre-
sponding row is found in the column A13102 of the DB, the
server device A11015 extracts a rack identifier from the row.
Here, if the line-of-sight classification information indicates
“front”, a rack identifier is obtained with reference to a col-
umn A13101 in the corresponding row. If the line-of-sight
classification information indicates “left”, a rack identifier is
obtained with reference to a column A13103 in the corre-
sponding row. If the line-of-sight classification information
indicates “right”, a rack identifier is obtained with reference
to a column A13104 in the corresponding row.

Next, the server device A11015 searches for a row corre-
sponding to the obtained rack identifier (SA13208), and noti-
fies rack information indicated in the rack information col-
umn in the corresponding row (SA13209). More specifically,
the server device A11015 searches the A13101 column for the
obtained rack identifier, and notifies rack information
A13105 in the corresponding row to the DB management unit
A13003 in the mobile terminal A12901. For example, ifan ID
having a value of 200 and line-of-sight classification infor-
mation indicating “right” are received and the ID having a
value 0200 1s searched in lighting ID A13102, the ID is in the
first row. Since a rack identifier A13104 on the right side of
the first row is 101, rack information A13105 in a row in
which a rack identifier A13101 is 101, namely, rack informa-
tion 2, is transmitted to the mobile terminal A12901.

Then, the DB management unit A13003 of the mobile
terminal A12901 stores the obtained product information to
the product information storage unit A11016, and sets the
validity flag A11301 of the map information storage unit
A11017 to FALSE, sets the validity flag of the product infor-
mation storage unit A11016 to TRUE, and sets the error flag
A11601 to FALSE.

Here, at SA13206, if no rack identifier is extracted based on
the received ID and the line-of-sight classification informa-
tion although the ID is detected from the column A13102 (no
at SA13206), then the server device A11015 notifies the rack
information A13105 of the row in which the received ID is
found, to the DB management unit A13003 in the mobile
terminal A12901 (SA13207).

On the otherhand, at SA13023, if the server device A11015
cannot detect the received ID from the column A13102 (no at
SA13203), the server device A11015 notifies the DB man-
agement unit A13003 in the mobile terminal A12901 of that
there is no corresponding ID (SA13204). It should be noted
that, if, for example, the ID transmitted to the server device
A11015 is an invalid ID that is not related to any of the ceiling
light and the base lights, the DB management unit A13003
sets the validity flag A11301 of the map information storage
unit A11017 to FALSE, sets the validity flag of the product
information storage unit A11016 to FALSE, and sets the error
flag A11601 to TRUE.

As described above, according to the present embodiment,
the mobile terminal including the communication device is
further capable of detecting a user’s line of sight. More spe-
cifically, if an orientation of the mobile terminal is substan-
tially perpendicular to the ground, the back camera is selected
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to perform visible light communication with the first device
that emits visible light, and the front camera is used to detect
the user’s line of sight.

As aresult, the back camera is used to perform visible light
communication with the first device that is in front of the user
and emits visible light, the product information of the first
product rack to which the first device is provided is obtained.
If the second product rack in the detected user’s line of sight
is not the first product rack, it is possible to display product
information of the second product rack instead of the product
information of the first product rack.

Embodiment 5

Embodiment 5 is based on Embodiment 4 to more clarify
the structure of the light receiving control unit A11012.

FIG. 33 is a diagram illustrating the detailed structure of
the light receiving control unit according to Embodiment 5.

As illustrated in FIG. 33, the light receiving control unit
A11012 according to Embodiment 5 includes a light receiv-
ing unit A12501, a light receiving unit A12502, a selector
A12503, an acceleration detection unit A12504, a light
receiving signal storage unit A12505, a decoding unit
A12506, a threshold storage unit A12507, and a line-of-sight
detection unit A13301. It should be noted that the same ref-
erence numerals in FIG. 25 are assigned to the identical
structural elements, and therefore the detailed description of
the identical structural elements are not given below.

The light receiving unit A12501 corresponds to, for
example, the front camera A1202 (first image capturing unit)
according to Embodiment 1, and the light receiving unit
A12502 corresponds to, for example, the back camera A1203
(second image capturing unit) according to Embodiment 1. It
should be noted that, according to the present embodiment,
the light receiving unit A12501 is a video imaging device such
as a camera device.

The selector A12503 selects one of the two light receiving
units to be operated.

The acceleration detection unit A12504 detects an accel-
eration of the mobile terminal A12901 to provide the selector
A12503 with information necessary in the selection.

The light receiving signal storage unit A12505 stores light
receiving signal obtained from the light receiving unit
A12501 or the light receiving unit A12502 via the selector
A12503.

The decoding unit A12506 reads the light receiving signal
from the light receiving signal storage unit A12505, then
decodes the light receiving signal to an ID and stores the
resulting ID to the ID storage unit A11013.

The threshold storage unit A12507 previously holds a first
threshold and a second threshold. These thresholds are used
to determine, based on an acceleration detected by the selec-
tor A12503, whether or not the mobile terminal A12901
including the light receiving control unit A11012 is parallel to
the ground.

The line-of-sight detection unit A13301 receives a video
signal from the light receiving unit A12501, and detects a
position of a user’s line of sight and stores line-of-sight clas-
sification information to the line-of-sight information storage
unit A13001.

Embodiment 6

Embodiment 6 is based on Embodiment 4 to more clarify
the structure of the light receiving control unit A11012.

FIG. 34 is a diagram illustrating the detailed structure of
the light receiving control unit according to Embodiment 6.
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As illustrated in FIG. 34, the light receiving control unit
A11012 according to Embodiment 6 includes a light receiv-
ing unit A12501, a light receiving unit A12502, a selector
A12503, an acceleration detection unit A12504, a light
receiving signal storage unit A12505, a decoding unit
A12506, a threshold storage unit A12507, an image capturing
unit A13401, and a line-of-sight detection unit A13402. It
should be noted that the same reference numerals in FIG. 25
are assigned to the identical structural elements, and therefore
the detailed description of the identical structural elements
are not given below.

According to the present embodiment, the light receiving
unit A12501 is assumed to be a sensor device such as an
illuminance sensor. The light receiving unit A12502 corre-
sponds to, for example, the out-camera A1203 (second image
capturing unit) according to Embodiment 1.

The selector A12503 selects one of these two light receiv-
ing units to be operated.

The acceleration detection unit A12504 detects an accel-
eration of the mobile terminal A12901 to provide the selector
A12503 with information necessary in the selection.

The light receiving signal storage unit A12505 stores light
receiving signal obtained from the light receiving unit
A12501 or the light receiving unit A12502 via the selector
A12503.

The decoding unit A12506 reads the light receiving signal
from the light receiving signal storage unit A12505, then
decodes the light receiving signal to an ID and stores the
resulting ID to the ID storage unit A11013.

The threshold storage unit A12507 previously holds a first
threshold and a second threshold. These thresholds are used
to determine, based on an acceleration detected by the selec-
tor A12503, whether or not the mobile terminal A12901
including the light receiving control unit A11012 is parallel to
the ground.

The image capturing unit A13401 is a video imaging
device such as a camera device.

The line-of-sight detection unit A13402 receives a video
signal from the light receiving unit A13401, and detects a
position of a user’s line of sight and stores resulting line-of-
sight classification information to the line-of-sight informa-
tion storage unit A13001.

As described above, according to the present embodiment,
it is possible to provide a communication terminal and a
communication method which are capable of presenting
information to which a current position and intension of auser
are more appropriately reflected according to an attitude of a
mobile terminal.

Embodiment 7

The following describes Embodiment 7.

(Observation of Luminance of Light Emitting Unit)

The following proposes an imaging method in which,
when capturing one image, all imaging elements are not
exposed simultaneously but the times of starting and ending
the exposure differ between the imaging elements. FIG. 35
illustrates an example of imaging where imaging elements
arranged in a line are exposed simultaneously, with the expo-
sure start time being shifted in order of lines. Here, the simul-
taneously exposed imaging elements are referred to as “expo-
sure line”, and the line of pixels in the image corresponding to
the imaging elements is referred to as “bright line”.

In the case of capturing a blinking light source shown on
the entire imaging elements using this imaging method,
bright lines (lines of brightness in pixel value) along exposure
lines appear in the captured image as illustrated in FIG. 36. By
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recognizing this bright line pattern, the luminance change of
the light source at a speed higher than the imaging frame rate
can be estimated. Hence, transmitting a signal as the lumi-
nance change of the light source enables communication at a
speed not less than the imaging frame rate. In the case where
the light source takes two luminance values to express a
signal, the lower luminance value is referred to as “low” (LO),
and the higher luminance value is referred to as “high” (HI).
The low may be a state in which the light source emits no
light, or a state in which the light source emits weaker light
than in the high.

By this method, information transmission is performed at a
speed higher than the imaging frame rate.

In the case where the number of exposure lines whose
exposure times do not overlap each other is 20 in one captured
image and the imaging frame rate is 30 fps, it is possible to
recognize a luminance change in a period of 1.67 millisecond.
In the case where the number of exposure lines whose expo-
sure times do not overlap each other is 1000, it is possible to
recognize a luminance change in a period of Y30000 second
(about 33 microseconds). Note that the exposure time is set to
less than 10 milliseconds, for example.

FIG. 36 illustrates a situation where, after the exposure of
one exposure line ends, the exposure of the next exposure line
starts.

In this situation, when transmitting information based on
whether or not each exposure line receives at least a prede-
termined amount of light, information transmission at a speed
of fl bits per second at the maximum can be realized where f
is the number of frames per second (frame rate) and 1 is the
number of exposure lines constituting one image.

Note that faster communication is possible in the case of
performing time-difference exposure not on a line basis but
on a pixel basis.

In such a case, when transmitting information based on
whether or not each pixel receives at least a predetermined
amount of light, the transmission speed is flm bits per second
at the maximum, where m is the number of pixels per expo-
sure line.

If the exposure state of each exposure line caused by the
light emission of the light emitting unit is recognizable in a
plurality of levels as illustrated in FIG. 37, more information
can be transmitted by controlling the light emission time of
the light emitting unit in a shorter unit of time than the expo-
sure time of each exposure line.

In the case where the exposure state is recognizable in Elv
levels, information can be transmitted at a speed of flIElv bits
per second at the maximum.

Moreover, a fundamental period of transmission can be
recognized by causing the light emitting unit to emit light
with a timing slightly different from the timing of exposure of
each exposure line.

FIG. 38 illustrates a situation where, before the exposure of
one exposure line ends, the exposure of the next exposure line
starts. That is, the exposure times of adjacent exposure lines
partially overlap each other. This structure has the feature (1):
the number of samples in a predetermined time can be
increased as compared with the case where, after the exposure
of one exposure line ends, the exposure of the next exposure
line starts. The increase of the number of samples in the
predetermined time leads to more appropriate detection of the
light signal emitted from the light transmitter which is the
subject. In other words, the error rate when detecting the light
signal can be reduced. The structure also has the feature (2):
the exposure time of each exposure line can be increased as
compared with the case where, after the exposure of one
exposure line ends, the exposure of the next exposure line
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starts. Accordingly, even in the case where the subject is dark,
a brighter image can be obtained, i.e. the S/N ratio can be
improved. Here, the structure in which the exposure times of
adjacent exposure lines partially overlap each other does not
need to be applied to all exposure lines, and part of the
exposure lines may not have the structure of partially over-
lapping in exposure time. By keeping part of the exposure
lines from partially overlapping in exposure time, the occur-
rence of an intermediate color caused by exposure time over-
lap is suppressed on the imaging screen, as a result of which
bright lines can be detected more appropriately.

In this situation, the exposure time is calculated from the
brightness of each exposure line, to recognize the light emis-
sion state of the light emitting unit.

Note that, in the case of determining the brightness of each
exposure line in a binary fashion of whether or not the lumi-
nance is greater than or equal to a threshold, it is necessary for
the light emitting unit to continue the state of emitting no light
for at least the exposure time of each line, to enable the no
light emission state to be recognized.

FIG. 39 illustrates the influence of the difference in expo-
sure time in the case where the exposure start time of each
exposure line is the same. In 75004, the exposure end time of
one exposure line and the exposure start time of the next
exposure line are the same. In 75005, the exposure time is
longer than that in 75004. The structure in which the exposure
times of adjacent exposure lines partially overlap each other
as in 75006 allows a longer exposure time to be used. That is,
more light enters the imaging element, so that a brighter
image can be obtained. In addition, since the imaging sensi-
tivity for capturing an image of the same brightness can be
reduced, an image with less noise can be obtained. Commu-
nication errors are prevented in this way.

FIG. 40 illustrates the influence of the difference in expo-
sure start time of each exposure line in the case where the
exposure time is the same. In 7501a, the exposure end time of
one exposure line and the exposure start time of the next
exposure line are the same. In 75015, the exposure of one
exposure line ends after the exposure of the next exposure line
starts. The structure in which the exposure times of adjacent
exposure lines partially overlap each other as in 75015 allows
more lines to be exposed per unit time. This increases the
resolution, so that more information can be obtained. Since
the sample interval (i.e. the difference in exposure start time)
is shorter, the luminance change of the light source can be
estimated more accurately, contributing to a lower error rate.
Moreover, the luminance change of the light source in a
shorter time can be recognized. By exposure time overlap,
light source blinking shorter than the exposure time can be
recognized using the difference of the amount of exposure
between adjacent exposure lines.

As described with reference to FIGS. 39 and 40, in the
structure in which each exposure line is sequentially exposed
so that the exposure times of adjacent exposure lines partially
overlap each other, the communication speed can be dramati-
cally improved by using, for signal transmission, the bright
line pattern generated by setting the exposure time shorter
than in the normal imaging mode. Setting the exposure time
in visible light communication to less than or equal to Y4so
second enables an appropriate bright line pattern to be gen-
erated. Here, it is necessary to set (exposure time)<Vaxf,
where { is the frame frequency. Blanking during imaging is
half of one frame at the maximum. That is, the blanking time
is less than or equal to half of the imaging time. The actual
imaging time is therefore Af at the shortest. Besides, since
4-value information needs to be received within the time of
141, it is necessary to at least set the exposure time to less than
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1/(2fx4). Given that the normal frame rate is less than or equal
to 60 frames per second, by setting the exposure time to less
than or equal to Y4so second, an appropriate bright line pattern
is generated in the image data and thus fast signal transmis-
sion is achieved.

FIG. 41 illustrates the advantage of using a short exposure
time in the case where each exposure line does not overlap in
exposure time. In the case where the exposure time is long,
even when the light source changes in luminance in a binary
fashion as in 7502a, an intermediate-color part tends to
appear in the captured image as in 7502¢, making it difficult
to recognize the luminance change of the light source. By
providing a predetermined non-exposure vacant time (prede-
termined wait time) t,, from when the exposure of one expo-
sure line ends to when the exposure of the next exposure line
starts as in 75024, however, the luminance change of'the light
source can be recognized more easily. That is, a more appro-
priate bright line pattern can be detected as in 7502f. The
provision of the predetermined non-exposure vacant time is
possible by setting a shorter exposure time t, than the time
difference t, between the exposure start times of the exposure
lines, as in 7502d. In the case where the exposure times of
adjacent exposure lines partially overlap each other in the
normal imaging mode, the exposure time is shortened from
the normal imaging mode so as to provide the predetermined
non-exposure vacant time. In the case where the exposure
times of adjacent exposure lines partially overlap each other
in the normal imaging mode, the exposure time is shortened
from the normal imaging mode so as to provide the predeter-
mined non-exposure vacant time. In the case where the expo-
sure end time of one exposure line and the exposure start time
of the next exposure line are the same in the normal imaging
mode, too, the exposure time is shortened so as to provide the
predetermined non-exposure time. Alternatively, the prede-
termined non-exposure vacant time (predetermined wait
time) t,,, from when the exposure of one exposure line ends to
when the exposure of the next exposure line starts may be
provided by increasing the interval t,, between the exposure
start times of the exposure lines, as in 7502¢g. This structure
allows a longer exposure time to be used, so that a brighter
image can be captured. Moreover, a reduction in noise con-
tributes to higher error tolerance. Meanwhile, this structure is
disadvantageous in that the number of samples is small as in
7502/, because fewer exposure lines can be exposed in a
predetermined time. Accordingly, it is desirable to use these
structures depending on circumstances. For example, the esti-
mation error of the luminance change of the light source can
be reduced by using the former structure in the case where the
imaging object is bright and using the latter structure in the
case where the imaging object is dark.

Here, the structure in which the exposure times of adjacent
exposure lines partially overlap each other does notneed to be
applied to all exposure lines, and part of the exposure lines
may not have the structure of partially overlapping in expo-
sure time. Moreover, the structure in which the predetermined
non-exposure vacant time (predetermined wait time) is pro-
vided from when the exposure of one exposure line ends to
when the exposure of the next exposure line starts does not
need to be applied to all exposure lines, and part of the
exposure lines may have the structure of partially overlapping
in exposure time. This makes it possible to take advantage of
each of the structures. Furthermore, the same reading method
or circuit may be used to read a signal in the normal imaging
mode in which imaging is performed at the normal frame rate
(30 fps, 60 fps) and the visible light communication mode in
which imaging is performed with the exposure time less than
or equal to Vaso second for visible light communication. The
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use of the same reading method or circuit to read a signal
eliminates the need to employ separate circuits for the normal
imaging mode and the visible light communication mode.
The circuit size can be reduced in this way.

FIG. 42 illustrates the relation between the minimum
change time tg of light source luminance, the exposure time
t, the time difference t,, between the exposure start times of
the exposure lines, and the captured image. In the case where
t+t,<tg, imaging is always performed in a state where the
light source does not change from the start to end of the
exposure of at least one exposure line. As a result, an image
with clear luminance is obtained as in 75034, from which the
luminance change of the light source is easily recognizable.
In the case where 2t >t a bright line pattern different from
the luminance change of the light source might be obtained,
making it difficult to recognize the luminance change of the
light source from the captured image.

FIG. 43 illustrates the relation between the transition time
t; of light source luminance and the time difference t,
between the exposure start times of the exposure lines. When
t, is large as compared with t,, fewer exposure lines are in the
intermediate color, which facilitates estimation of light
source luminance. It is desirable that t,>t,, because the num-
ber of exposure lines in the intermediate color is two or less
consecutively. Since tis less than or equal to 1 microsecond
in the case where the light source is an LED and about 5
microseconds in the case where the light source is an organic
EL device, setting t,, to greater than or equal to 5 microsec-
onds facilitates estimation of light source luminance.

FIG. 44 illustrates the relation between the high frequency
noise t, of light source luminance and the exposure time t.
When t, is large as compared with t,,, the captured image is
less influenced by high frequency noise, which facilitates
estimation of light source luminance. When t is an integral
multiple of't,,,, there is no influence of high frequency noise,
and estimation of light source luminance is easiest. For esti-
mation of light source luminance, it is desirable that t;>t,,,.
High frequency noise is mainly caused by a switching power
supply circuit. Since t,1s less than or equal to 20 microsec-
onds in many switching power supplies for lightings, setting
t; to greater than or equal to 20 microseconds facilitates
estimation of light source luminance.

FIG. 45 is a graph representing the relation between the
exposure time t; and the magnitude of high frequency noise
when t;,1s 20 microseconds. Given that t,,varies depending
on the light source, the graph demonstrates that it is efficient
to set t to greater than or equal to 15 microseconds, greater
than or equal to 35 microseconds, greater than or equal to 54
microseconds, or greater than or equal to 74 microseconds,
each of which is a value equal to the value when the amount
of noise is at the maximum. Though t is desirably larger in
terms of high frequency noise reduction, there is also the
above-mentioned property that, when t is smaller, an inter-
mediate-color part is less likely to occur and estimation of
light source luminance is easier. Therefore, t; may be set to
greater than or equal to 15 microseconds when the light
source luminance change period is 15 to 35 microseconds, to
greater than or equal to 35 microseconds when the light
source luminance change period is 35 to 54 microseconds, to
greater than or equal to 54 microseconds when the light
source luminance change period is 54 to 74 microseconds,
and to greater than or equal to 74 microseconds when the light
source luminance change period is greater than or equal to 74
microseconds.

FIG. 46 illustrates the relation between the exposure time
t and the recognition success rate. Since the exposure time t;
is relative to the time during which the light source luminance
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is constant, the horizontal axis represents the value (relative
exposure time) obtained by dividing the light source lumi-
nance change period tg by the exposure time t;. It can be
understood from the graph that the recognition success rate of
approximately 100% can be attained by setting the relative
exposure time to less than or equal to 1.2. For example, the
exposure time may be set to less than or equal to approxi-
mately 0.83 millisecond in the case where the transmission
signal is 1 kHz. Likewise, the recognition success rate greater
than or equal to 95% can be attained by setting the relative
exposure time to less than or equal to 1.25, and the recogni-
tion success rate greater than or equal to 80% can be attained
by setting the relative exposure time to less than or equal to
1.4. Moreover, since the recognition success rate sharply
decreases when the relative exposure time is about 1.5 and
becomes roughly 0% when the relative exposure time is 1.6,
it is necessary to set the relative exposure time not to exceed
1.5. After the recognition rate becomes 0% at 7507c, it
increases again at 7507d, 7507¢, and 7507f. Accordingly, for
example to capture a bright image with a longer exposure
time, the exposure time may be set so that the relative expo-
sure time is 1.9 to 2.2, 2.4 to 2.6, or 2.8 to 3.0. Such an
exposure time may be used, for instance, as an intermediate
mode in FIG. 48.

Depending on imaging devices, there is a time (blanking)
during which no exposure is performed, as illustrated in FIG.
47.

In the case where there is blanking, the luminance of the
light emitting unit during the time cannot be observed.

A transmission loss caused by blanking can be prevented
by the light emitting unit repeatedly transmitting the same
signal two or more times or adding error correcting code.

To prevent the same signal from being transmitted during
blanking every time, the light emitting unit transmits the
signal in a period that is relatively prime to the period of
image capture or a period that is shorter than the period of
image capture.

Embodiment 8

FIG. 49 is a diagram illustrating a service provision system
using the reception method described in any of the foregoing
embodiments.

First, a company A ex8000 managing a server ex8002 is
requested to distribute information to a mobile terminal, by
another company B or individual ex8001. For example, the
distribution of detailed advertisement information, coupon
information, map information, or the like to the mobile ter-
minal that performs visible light communication with a sig-
nage is requested. The company A ex8000 managing the
server manages information distributed to the mobile termi-
nal in association with arbitrary ID information. A mobile
terminal ex8003 obtains ID information from a subject
ex8004 by visible light communication, and transmits the
obtained ID information to the server ex8002. The server
ex8002 transmits the information corresponding to the ID
information to the mobile terminal, and counts the number of
times the information corresponding to the ID information is
transmitted. The company A ex8000 managing the server
charges the fee corresponding to the count, to the requesting
company B or individual ex8001. For example, a larger fee is
charged when the count is larger.

FIG. 50 is a flowchart illustrating service provision flow.

In Step ex8000, the company A managing the server
receives the request for information distribution from another
company B. In Step ex8001, the information requested to be
distributed is managed in association with the specific ID
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information in the server managed by the company A. In Step
ex8002, the mobile terminal receives the specific ID informa-
tion from the subject by visible light communication, and
transmits it to the server managed by the company A. The
visible light communication method has already been
described in detail in the other embodiments, and so its
description is omitted here. The server transmits the informa-
tion corresponding to the specific ID information received
from the mobile terminal, to the mobile terminal. In Step
ex8003, the number of times the information is distributed is
counted in the server. Lastly, in Step ex8004, the fee corre-
sponding to the information distribution count is charged to
the company B. By such charging according to the count, the
appropriate fee corresponding to the advertising effect of the
information distribution can be charged to the company B.

FIG. 51 is a flowchart illustrating service provision in
another example. The description of the same steps as those in
FIG. 50 is omitted here.

In Step ex8008, whether or not a predetermined time has
elapsed from the start of the information distribution is deter-
mined. In the case of determining that the predetermined time
has not elapsed, no fee is charged to the company B in Step
ex8011. In the case of determining that the predetermined
time has elapsed, the number of times the information is
distributed is counted in Step ex8009. In Step ex8010, the fee
corresponding to the information distribution count is
charged to the company B. Since the information distribution
is performed free of charge within the predetermined time,
the company B can receive the accounting service after
checking the advertising effect and the like.

FIG. 52 is a flowchart illustrating service provision in
another example. The description of the same steps as those in
FIG. 51 is omitted here.

In Step ex8014, the number of times the information is
distributed is counted. In the case of determining that the
predetermined time has not elapsed from the start of the
information distribution in Step ex8015, no fee is charged in
Step ex8016. In the case of determining that the predeter-
mined time has elapsed, on the other hand, whether or not the
number of times the information is distributed is greater than
or equal to a predetermined number is determined in Step
ex8017. In the case where the number of times the informa-
tion is distributed is less than the predetermined number, the
count is reset, and the number of times the information is
distributed is counted again. In this case, no fee is charged to
the company B regarding the predetermined time during
which the number of times the information is distributed is
less than the predetermined number. In the case where the
count is greater than or equal to the predetermined number in
Step ex8017, the count is reset and started again in Step
ex8018. In Step ex8019, the fee corresponding to the count is
charged to the company B. Thus, in the case where the count
during the free distribution time is small, the free distribution
time is provided again. This enables the company B to receive
the accounting service at an appropriate time. Moreover, in
the case where the count is small, the company A can analyze
the information and, for example when the information is out
of season, suggest the change of the information to the com-
pany B. In the case where the free distribution time is pro-
vided again, the time may be shorter than the predetermined
time provided first. The shorter time than the predetermined
time provided first reduces the burden on the company A.
Further, the free distribution time may be provided again after
a fixed time period. For instance, if the information is influ-
enced by seasonality, the free distribution time is provided
again after the fixed time period until the new season begins.



US 9,413,460 B2

33

Note that the charge fee may be changed according to the
amount of data, regardless of the number of times the infor-
mation is distributed. Distribution of a predetermined amount
of data or more may be charged, while distribution is free of
charge within the predetermined amount of data. The charge
fee may be increased with the increase of the amount of data.
Moreover, when managing the information in association
with the specific ID information, a management fee may be
charged. By charging the management fee, it is possible to
determine the fee upon requesting the information distribu-
tion.

INDUSTRIAL APPLICABILITY

The communication method and the like according to the
present invention are capable of securely and actively obtain-
ing information except image. Therefore, they are suitable for
various uses, such as transfer of information with image and
information transmission, in any situations, since the active
obtaining allows not only apparatuses in home, such as tele-
vision sets, PCs, and tablet terminals, but also signage, infor-
mation terminals, and information display apparatuses out-
side home to securely obtain necessary information by a
necessary amount.

We claim:
1. A communication method used in a terminal that
includes a front camera and a back camera, the communica-
tion method comprising:
switching between the front camera and the back camera
according to an orientation of the terminal; and

performing visible light communication by using the front
camera or the back camera, which is selected in the
switching,

wherein the performing of visible light communication

includes:

capturing a first subject that is changing in luminance by
using the front camera and obtaining a first image
when the front camera is used;

capturing a second subject by using the back camera and
obtaining a second image when the back camera is
used; and

obtaining specified information that is related to the first
subject or the second subject.

2. The communication method according to claim 1,

wherein when the orientation of the terminal is substan-

tially parallel to ground, the performing of visible light
communication includes performing, by using the front
camera selected in the switching, visible light commu-
nication with the second subject which is located above
the user and emits visible light.

3. The communication method according to claim 2,

wherein when the orientation of the terminal is substan-

tially perpendicular to ground, the performing of visible
light communication includes performing, by using the
back camera selected in the switching, visible light com-
munication with the first subject which is located in front
of'a user and emits visible light.

4. The communication method according to claim 1,

wherein the terminal is included in a watch,

the front camera is provided on a front surface of the watch,

and the back camera is provided on a side surface of the
watch, the front surface having a display that displays a
time of the watch, and

when the display of the watch is substantially parallel to

ground, the performing of visible light communication
includes:
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performing, by using the front camera, visible light com-
munication with the second subject which is located
above the user and emits visible light; and
performing, by using the back camera, visible light com-
5 munication with the first subject which is located in
front of the user and emits visible light.

5. The communication method according to claim 1,

wherein the performing of visible light communication

includes inquiring a server about the specified informa-
tion, thereby obtaining information related to the first
subject or the second subject corresponding to the speci-
fied information, and

when no information corresponds to the specified informa-

tion as aresult of the inquiring the server, the performing
of visible light communication further includes display-
ing, on a display of the terminal, an error notification
indicating that no information is related to the first sub-
ject or the second subject.

6. The communication method according to claim 2, fur-
ther comprising:

performing, by using the front camera selected in the

switching, visible light communication with the second
subject which is located above the user and emits visible
light, thereby obtaining information of the first subject;
and displaying the information on a display of the ter-
minal, and

changing the information displayed on the display of the

terminal, wherein in the changing, the information to be
displayed on the display is changed by user’s flicking on
the display.

7. A communication apparatus, comprising:

a front camera;

a back camera;

a processor; and

a memory having therein a program, the program causing

the processor to execute operations including:
switching between the front camera and the back camera
according to an orientation of the terminal; and
performing visible light communication by using the front
camera or the back camera, which is selected in the
switching,
wherein the performing of visible light communication
includes:
capturing a first subject that is changing in luminance by
using the front camera and obtaining a first image
when the front camera is used;
capturing a second subject by using the back camera and
obtaining a second image when the back camera is
used; and
obtaining specified information that is related to the first
subject or the second subject.
8. A non-transitory computer-readable recording medium
55 storing a program for performing visible light communica-
tion, the visible light communication program causing a com-
puter to execute:
switching between the front camera and the back camera
according to an orientation of the terminal; and

performing visible light communication by using the front
camera or the back camera, which is selected in the
switching,

wherein the performing of visible light communication

includes:

capturing a first subject that is changing in luminance by
using the front camera and obtaining a first image
when the front camera is used;

10

15

20

25

30

35

40

45

50

60

65



US 9,413,460 B2
35 36

capturing a second subject by using the back camera and
obtaining a second image when the back camera is
used; and

obtaining specified information that is related to the first
subject or the second subject. 5
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